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Abstract

Recently, several research projects such as PADLR and SWAP have developed tools like
Edutella or Bibster, which have been targeted at establishing peer-to-peer knowledge man-
agement (P2PKM) systems. In such a system, it is necessary for participants to provide brief
descriptions of themselves, so that routing algorithms or matchmaking processes can make
decisions about which communities peers should belong to, or to which peer a given query
should be forwarded. In this talk, I propose the use of graph clustering techniques on knowl-
edge bases for that purpose. After a brief round-trip over an ontology-based P2P knowledge
management scenario, I will demonstrate the automatic generation of self-descriptions of
peers’ knowledge bases through the use of graph clustering. Viewing the knowledge base of
a peer as a graph consisting of concepts and instances, one can employ clustering techniques
to partition it into clusters of similar entities. From each cluster, the centroid can then be
selected as a representative. This yields a list of entities giving an aggregated self description
of the peer.

1 Ontology-Based P2P Knowledge Management

Recently, a lot of effort has been spent at integrating the upcoming research areas of peer-
to-peer systems and the semantic web vision [12, 3, 1, 8], based on a notion of peer-to-peer,
personal knowledge management (P2PKM for short). In such a scenario, users will model
their knowledge — e.g., metadata on research papers they store on their computers — in
personal knowledge bases, which can then be shared with other users via a peer-to-peer
network.

One crucial point in such a P2P network is that in order to find relevant material to
match a user’s query, query messages need to be routed to peers which will be able to answer
the query without flooding the network with unnecessary traffic.

Several proposals have been made recently as to how the network can self-organize into a
topology beneficial for routing, and how messages can be routed in a P2PKM network based
on the abovementioned scenario [10, 11, 6, 13]. All of these are based on the idea of routing
indices as proposed in [2], adapted to the P2PKM scenario.

1.1 P2P Network Model

Following [10], we thus make the following assumptions about peers in a P2PKM network:

e Each peer stores a set of content items. On these content items, there exists a similarity
function called sim. We assume sim(i,j) € [0, 1] for all items 4, j, and the correspond-
ing distance function d := 1 — sim shall be a metric. For the purpose of this paper, we
assume content items to be entities from a knowledge base (cf. Section 2.1), and the
metric to be defined in terms of the ontology as described in section 2.2.

e FEach peer provides a self-description of what it contains, in the following referred to as
expertise. Expertises need to be much smaller than the knowledge bases they describe,
as they are transmitted over the network and used in other peers’ routing indices. A
method of obtaining this expertise is outlined in Section 3.



e There is a relation knows on the set of peers. Each peer knows about a certain set of
other peers, i. e., it knows their expertises and network address (IP, JXTA ID). This
corresponds to the routing index as proposed in [2]. In order to account for the limited
amount of memory and processing power, the size of the routing index at each peer is
limited.

e Peers query for content items on other peers by sending query messages to some or all
of their neighbors; these queries are forwarded by peers according to some query routing
strategy. Using the sim function mentioned above, queries can thus be compared to
content items and to peers’ expertises.

1.2 Use Cases

Several use cases for P2PKM as sketched above have been implemented recently. In the
PADLR and ELENA projects’, a P2P infrastructure is established for the exchange of learn-
ing material among teachers and students; Bibster? is a tool for sharing BIBTEX entries
between researchers; the SCAM tool® for knowledge repositories can act as a peer in a P2P
network.

These tools assume that peers agree beforehand on an ontology for describing their con-
tents (e. g. the LOM standard for learning objects or the ACM Computing Classification
System), and each peer builds a knowledge base on top of this ontology.

2 Ontologies and Metrics on Knowledge Base Entities
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Figure 1: Example Ontology

2.1 Ontology Model

In short, an ontology is a formal conceptualization a group of stake-holders has agreed upon
[5]. For the purpose of this paper, we use the view on ontologies proposed by the KAON*
framework. Basically, an ontology consists of concepts with an is-a partial order, and relations
between concepts®. A knowledge base or OIModel consists of an ontology and instantiations
of concepts and relations. Concepts and instances are both called entities (for details cf. [4]).

Two additional important features of KAON OIModels are the attachment of lexical
information (labels, descriptions, synonyms, etc.) to entities, and the possibility of nesting
OIModels, so that the including model can refer to entities of the included one.

2.2 A Family of Ontology-Based Metrics

An ontology of the kind described above can be viewed as a graph: the set of node comprises
the entities, and the relations, relation instances, the is-a and instance-of relationships make
up the set of edges. An edge between entities in this graph expresses relatedness in some
sense: the instance phdstudl may be related to the concepts PhDStudent (by an instance-of

! http://www.13s.de 2 http://bibster.semanticweb.org ° http://scam.sourceforge.net/
4 http://kaon.semanticweb.org ° We are following the simplified nomenclature of [4].



edge), PhDStudent and Professor would be connected by an edge due to the supervises
relation, etc.

On this kind of semantic structure, [9] has proposed to use the distance in the graph-
theoretic sense (lengths of shortest paths) as a semantic distance measure. We follow this
suggestion and apply it to the abovementioned graph as follows:

e To each edge, a length is assigned; in order to account for the different kinds of rela-
tionships, taxonomic edges (is-a, instance-of) get smaller lengths than non-taxonomic
edges. This reflects the fact that is-a(PhDStudent,Person) would be considered a
closer link between these concepts than, say, rides(Person,Bicycle).

e Edge lengths are divided by the average distance from the root concept of the incident
nodes. This reflects the intuition that top-level concepts such as Person and Project
would be considered less similar than, e.g., Graduate Student and Undergraduate
farther from the root.

e The lengths are normalized such that the longest distance in the graph equals 1, so
that 1 — d = stm holds.

2.3 Caveats and Pitfalls on Real-World Ontologies

While these strategies of deriving metrics from semantic structures seem straightforward,
applying them to ontologies used in real-world applications can turn out to be non-trivial:

Noise and Technical Artifacts Not all of the content of a knowledge base may be gen-
uinely taking part in the user’s view of a certain domain; e. g., in KAON lexical
information is represented as first-class entities in the knowledge base. This leads to a
large number of entities which are not relevant for the semantic distance computation.
Similarly, there may a root class which every entity is an instance of, which would
render our approach to calculating distances useless.

Modeling Idiosyncrasies Engineering an ontology implies making design decisions, e. g.
whether to model something as an instance or as a concept [14]. These decisions carry
implications for the weighting of edges, e. g. if a taxonomic relationship is expressed
by a special relation which is not one of instance-of, is-a.

To overcome these problems, we have implemented extensive entity filtering and weighting
customization strategies which are applied prior to the metric computation itself.

3 Graph Clustering for Content Aggregation

As mentioned above, a peer needs to provide an expertise in order to be found as an informa-
tion provider in a P2PKM network. From the discussion above, the following requirements
for an expertise can be derived:

e The expertise should be provide an aggregated account of what is contained in the
knowledge base of the peer, meaning that using the similarity function, a routing algo-
rithm can make good a-priori guesses of what can or cannot be found in the knowledge
base.

e The expertise should be orders of magnitude smaller than the knowledge base itself,
because it will be used in routing indices.

We propose the use of a version of k-modes clustering [7] for this purpose.

3.1 k-Modes Clustering

In short, k-modes clustering works for partitioning a set S of items into k clusters works as
follows:

1. Given k, choose k elements of the S as centroids

2. Assign each s € S to the centroid C; minimizing d(Cj;, )



3. For i =1...k, recompute C; as such that

4. Repeat steps 2 and 3 until centroids converge.

s assigned to C; d(C;, s) is minimized.

This algorithms yields (locally) optimal centroids which minimize the average distance of
each centroid to its cluster members. A variation we will use is bi-section k-modes clustering,
which produces k clusters by starting from an initial cluster containing all elements, and
then recursively splitting the cluster with the largest variance with k-modes until & clusters
have been reached.

In order to apply this algorithm in our scenario, some changes need to be made:

e The set S to be clustered consists only of those parts of the knowledge base which are
not shared between peers; otherwise, the structure of the shared part (which may be
comparatively large) will shadow the interesting structures of the private part.

e The centroids will not be chosen from .S, but only from the shared part of the ontology.
Otherwise, other peers could not interpret the expertise of the peer.

3.2 Example of Knowledge Base Aggregation

As an example, consider a P2PKM network of researchers with knowledge bases about pub-
lications according to the ontology shown in Figure 1. Every publication would be related
to its corresponding topics from the ACM Computing Classification System5.

We consider a researcher from DBLP7 with a sufficient number of papers available on-line,
in this case Gruia-Catalin Roman from Washington University. 13 of his papers available with
classification at the ACM web site were modeled in a knowledge base, and the clustering
algorithm described was run. Table 1 shows some examples of the centroids which were
extracted. Note that the k-modes algorithm is non-deterministic because of the random
initialization.

’ k  Centroids ‘

2 Network Architecture And Design, Software/Program Verification

2 Requirements/Specifications, Computer-Communication Networks

3 Network Architecture And Design, Requirements/Specifications, Op-
erating Systems

3 Network Architecture And Design, Programming Techniques, Soft-
ware/Program Verification

Table 1: Centroids for different values of k

A brief examination of the papers and Prof. Roman’s home page® shows that these
centroids indeed reflect his interests of software engineering on the one hand and mobile,
distributed computing on the other.

4 Discussion and Work in Progress

In the previous sections, a way of extracting expertises from knowledge bases in a P2PKM
setting based on graph clustering was proposed. These expertises consist of entities from
the shared part of the ontology which are computed as the centroids in a k-modes clustering
procedure. This clustering provides a (locally) optimal set of centroids with respect to the
average semantic distance of centroids to knowledge base entities.

While this talk provides anecdotical hints of how the clustering procedure extracts suit-
able expertises, we are currently conducting a thorough evaluation of this method in conjunc-
tion with self-organization techniques for P2PKM networks as described in [10]. Note that
usually (e. g. in the text summarization community), the value of aggregations or summaries
is measured by evaluating it against human judgment. In our case, however, the aggregations

5 http://www.acm.org/class/1998/ 7 http://dblp.uni-trier.de
8 http://www.cs.wustl.edu/ roman/



will be evaluated with regard to their contribution to improving the performance of the P2P
network.

Other ongoing research questions include the treatment of literals (e. g. looking for an

instance of PhDStudent with a last name “Schmitz”) in this metric and the self-organization
scheme relying on it, and the formation and labeling of topical communities in the P2PKM
network.
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